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Abstract

The increasing complexity and dynamics of grid environments have posed great challenges for secure and privacy-preserving collaboration in a virtual organization. In this paper, we propose PEACE-VO, a secure policy-enabled collaboration framework for virtual organizations. PEACE-VO employs role mapping to define trust relationships across autonomous domains. Nevertheless, a critical issue emerges when the system applies role mapping, which is potential policy conflict in a local domain. We first develop two concepts to depict such possible conflicts within the collaboration policy. Next, we propose a fully distributed evaluation algorithm to detect potential policy conflicts, which does not require domains to disclose their full local security policies and therefore preserves critical domain privacy. Finally, we design two dedicated protocols for virtual organization management and authorization services, respectively. We have successfully implemented the PEACE-VO framework with two fundamental protocols, i.e., VO management protocol and service authorization protocol, in the CROWN Grid. Comprehensive experimental study shows our approach is scalable and efficient.

1. Introduction

Virtual organizations (VOs) [1] are becoming prevalent today because of increasing demand for distributed resource sharing and collaboration among multiple autonomous domains. A virtual organization is of a set of entities, such as resources, services, and users. These entities may belong to different autonomous domains, which collaborate in order to complete certain tasks. VOs have been adopted in many applications such as dynamic enterprises, on-demand computing, on-demand services providers, outsourcing business processes, business-to-business collaboration, and so on.

However, although the role that virtual organizations play is becoming noticeable, how to establish a secure collaboration environment for virtual organizations has become a fundamental and challenging problem. During a collaboration process, new collaborators (i.e., domains) may join and some existing ones may depart dynamically. Furthermore, a collaborator normally does not want to disclose all of its security policies for purposes of privacy protection. A number of approaches [2-5] have been proposed to enforce security management of grid virtual organizations. These approaches fall into two categories, centralized authority based and trust federation based. The former category introduces a new centralized authority, which assigns new identities or attributes to users or services in a virtual organization. The latter category defines trust relationships through cross-domain identity or attribute mapping. After careful investigation, we find that these approaches suffer from several problems.

Firstly, they do not fully accommodate the natural dynamics of virtual organizations as collaborators join or leave frequently. If entirely new policies are created for every virtual organization, a heavy management burden is introduced. For example, it is overwhelming if the system needs to assign an identity to every potential user or service. It becomes worse when the access control policy for related services need to be updated accordingly to any change of virtual organization policies.

Secondly, there is no mechanism for privacy preservation of autonomous domains, which is particularly important for open distributed environments, whereas few considerations have been made for protecting critical privacy information of local domain policies. As we know, the capability of a common goal-driven virtual organization is provided by all the participating domains, so protecting the privacy information while guaranteeing the sufficient collaboration is an essential requirement.

Thirdly, most importantly, there exist possible conflicts of collaboration policies. But this serious problem is rarely recognized in existing studies on security management of grid virtual organizations. Many solutions take advantage of identity mapping (or delegation) policies to build trust among domains. This precisely leads to a potential security threat to domain policies. For example, a user with lower privileges may acquire a higher privilege through an identity mapping loop. We illustrate this problem in Figure 1. In the RBAC (role-based access control) model [6], the role is associated
with permissions. Relation \( r_{a2} \leq r_{a1} \) (role inheritance relation) indicates that if a user \( u \) is a member of role \( r_{a1} \), then \( u \) acquires the permissions of role \( r_{a2} \), we also denote this relation as \( \langle r_{a1}, r_{a2} \rangle \) in this paper. As shown in Figure 1, domain \( A \) and domain \( B \) form a virtual organization \( VO \) with role hierarchies \( r_{B1} \leq r_{B2} \) and \( r_{VO1} \leq r_{VO3} \). The administrator of virtual organization defines two task collaboration policies. The first one is \( m_1 : \langle r_{B1}, r_{VO1} \rangle \), which means a user of role \( r_{B1} \) in domain \( B \) has the permissions of \( r_{VO1} \). The second is \( m_2 : \langle r_{VO3}, r_{B2} \rangle \). Through the two policies we can derive \( \langle r_{B1}, r_{B2} \rangle \). This relation will violate the role hierarchy of domain \( B \), and hence such conflict needs to be corrected by \( VO \). The policy conflict scenario in this example is simple and not difficult to be found. Nevertheless, as a real grid environment may have a large number of participating domains and role mappings are large, it becomes impossible to manually identify and correct these dangerous risks.

The scale of grids is becoming larger and the complexity of grid applications is also getting higher. Therefore, there is an increasing demand for flexible and secure management of virtual organizations. It has been an urgent yet challenging issue to ensure secure collaboration, while preserving the privacy of domain policies for virtual organizations.

In this paper we propose PEACE-VO (Secure Policy-EnAbled Collaboration FramEwork for Grid Virtual Organizations). Our solution considers both security and privacy, which clearly distinguish our solution from existing approaches. We have made the following contributions.

- After identifying the key issues, we propose a novel secure collaboration framework based on security policy. The role mapping mechanism is employed to define trust relationships across domains. We create two concepts, implicit policy conflict and explicit policy conflict to depict the potential conditions against virtual organization collaboration policies.
- We design a fully distributed algorithm to detect any potential conflict and hence ensure policy coherence in each local domain. The complexity of this algorithm is theoretically analyzed. In addition, our approach is able to protect critical domain privacy, since it does not require domains to disclose their full security policies.
- We have successfully implemented the PEACE-VO framework with two fundamental protocols, i.e., VO management protocol and service authorization protocol in the CROWN Grid [7]. Comprehensive experimental study shows our approach is scalable and efficient.

The rest of this paper is organized as follows. We discuss related work in Section 2. Section 3 elaborates the design of PEACE-VO and the distributed policy evaluation algorithm. We detail the virtual organization management and authorization protocols in Section 4. Section 5 presents the performance evaluation results and their analysis. Finally, we conclude the paper in Section 6.

2. Related work

Security management for grid virtual organizations has been widely studied. Existing systems fall into two categories: centralized authority based and trust federation based. The former category includes CAS (Community Authorization Service) [2], VOMS (Virtual Organization Management Service) [5] and TrustCoM (Community Authorization Service) [2], VOMS (Virtual Organization Management Service) [5] and TrustCoM [8]. The second category includes GridShib [9], CROWN-CredFed [3, 4], Liberty [10] and WS-Federation [11]. In addition, secure interoperation [12-15] is an important concept introduced in the research area of secure collaboration of a multi-domain environment.

2.1. Grid VO security mechanisms

CAS, which is built on the Globus Toolkit middleware for Grid Computing, allows resource providers to delegate their authority to VO Server whilst maintaining ultimate control over their resources. Generally, the resource policy is composed by virtual organization policy and domain policy. Thus, the policy is agreed by all the participating domains. VOMS provides many user attributes within the virtual organization: his/her groups, roles and capabilities. CAS and VOMS are two popular representative systems in grids, which are architecturally similar in that both issue attribute assertions to a user. The user presents them to a target service for the purpose of obtaining virtual organization issued permissions. TrustCom and GOLD (Grid-based Information Models to Support the Rapid Innovation of New High Value-Added Chemicals) [16] also develop similar security management mechanisms.

In addition, GridShib is a project that integrates the Shibboleth infrastructure with the Globus Toolkit to provide attribute-based authorization for distributed scientific communities through trust federation. CROWN-CredFed provides identity mapping and credential conversion service to establish trust relationships among
heterogeneous security domains. WS-Federation is a specification that defines mechanisms to allow different security domains to federate, such that authorized access to resources managed in one domain can be provided to entities whose identities and attributes are managed in other domains. This includes mechanisms for brokering of identity, attribute and security assertions between domains [11].

In short, security management of a virtual organization has been widely studied. Especially, these centralized authority based systems have a performance advantage during the service authorization. However, there are still many limitations, primarily reflected in two aspects: dynamism and autonomy. On the one hand, the approaches like CAS and VOMS are not flexible due to the facts of establishing a new centralized authority and assigning new identity for every user. On the other hand, there is lack of consideration on collaboration policy conflicts, and current grid security systems for virtual organizations concern establishment of collaboration policies with little consideration of the policy conflict issue.

2.2. Secure interoperation

Secure interoperation aims to guarantee the security of collaboration through identity mapping in a multi-domain environment [12, 13]. Dawson et al. [14] present a mediator-based approach to provide secure interoperability for heterogeneous databases. This approach assumes a mandatory access control (MAC) policy, such as the Bell LaPadula policy, which is inflexible and not applicable in many commercial applications. Gong et al. [12] characterize the properties that must be satisfied to compose a global secure policy. In all these approaches, a trusted third party that has a global view of the collaboration environment is required to perform the secure policy composition and integration. To handle this problem, Sheha et al. [13] instead propose a distributed secure interoperability framework for mediator-free collaboration environments, which relies on a secure access path to make authorization as well as conflict checking without having a global view of collaboration policies [13]. The primary problem of this approach is the large latency caused by access path construction during requesting services. Furthermore, these studies have some different assumptions from grid virtual organizations. A grid virtual organization often defines some new roles and policies for common tasks, and a centralized VO Server may be used for efficient authorization. Secure interoperation is merely for coordinating existing policies among security domains.

3. Design of PEACE-VO
3.1. Basic concepts and framework

In this paper, we choose RBAC model [6] to describe policies in PEACE-VO, i.e., all domains adopt a RBAC to model security policies. Two reasons account for this decision. First, RBAC is policy-oriented but policy-neutral, which make it suitable for specifying security requirements for a wide range of commercial, medical, and government applications. Second, the RBAC viewpoint is that MAC (Mandatory Access Control) and DAC (Discretionary Access Control) are special examples of policies to configure in a RBAC model.

The basic notations used in this paper are as follows:

**Domains:** We use $A$, $B$, and $C$, sometimes with subscripts, to denote autonomous domains, and use $VO$ to denote a virtual organization.

**Roles:** A role is denoted by $r$ with subscripts or not, e.g., a role in domain $A_1$ can be denoted as $r_{A_1}$. $R$ represents a set of roles, and the role set of a domain is referred to as $R_d$. Note that some roles in a domain should be available to the virtual organization to define role mapping, one of which is denoted by $r^v_d$. In a virtual organization, a set of new roles $R_{VO}$, named *task roles*, are created for the common tasks. The whole roles in $VO$ is denoted by $R^{v}_{VO}$.

As shown in Figure 2, the PEACE-VO framework is essentially an overlay of security policy, where the virtual organization $G_{VO}$ consists of several participating domains, and each of which consists of users and resources. The virtual organization policy manager $VO Server$ can be established upon agreement by all domains through negotiation, or simply chosen by the virtual organization creator. All trust relationships, users and services in the virtual organization are ultimately defined by virtual organization collaboration policy.

![Figure 2. The PEACE-VO framework](image)
Definition 1 (Domain Security Policy)\textsuperscript{[13]}: The domain security policy is a directed graph \( G = (R,H) \), where \( R \) is a role set of a domain, and \( H \) is role hierarchies such that \( H \subseteq 2^R \).

Definition 2 (Role Mapping Policy): Let \( R_i \) and \( R_j \) be different role sets of two domains. The role mapping policy is a binary relation \( M \) which is a subset of the Cartesian product \( R_i \times R_j \), which satisfies \( \forall (r_p,r_q) \in M \ r_p \in R_i, \ r_q \in R_j \) where \( i \neq j \). Generally, we denote an element of \( M \) as \( m \).

Cross-domain role mapping is a key approach to empowering collaboration among domains [17]. Through role mapping policies, users belonging to a role in one domain can acquire permissions assigned to roles in another domain. In PEACE-VO, we divide role mapping into two categories. One category is virtual organization role mapping, which includes every role mapping from a role in a domain to a task role in the virtual organization \( (r_p, r_{vo}) \in \bigcup_{i=1}^{n} R_i \times R_{VO} \) (the set is denoted as \( M_{VO} \)). The other category is domain role mapping, which consists of any role mapping from a task role in the virtual organization to a role in domains \( (r_{vo}, r_q) \in R_{VO} \times R_j \) (the set is denoted as \( M \)). Furthermore, it is necessary to restrict that some roles in other domains could not be mapped to some appointed roles in a domain. We call such mapping policy as forbidden role mapping (denoted as \( F \)), which satisfies \( \forall (r_p, r_q) \in F \ r_p \in R_i, \ r_q \in R_j \) where \( i \neq j \).

In several literatures [12, 13], this category of policy is also called autonomy policy. In PEACE-VO, if there is a violation of the collaboration policy against \( F \), such a condition is referred to as explicit policy conflict. Correspondingly, if there is a violation of the collaboration policy against the role hierarchies \( H \) of a domain, such a condition is referred to as implicit policy conflict.

It is observed that the expressions of binary relation \( H \) and \( M \) are the same, but we make two distinct definitions since the former concerns intra-domain collaboration relations, and the latter concerns inter-domain collaboration relations. This is not only much clearer for policy management, but also helpful to design the following algorithm for detecting policy conflicts.

In PEACE-VO, a domain security policy holds the following property:

Property 1: The domain security policy is kept private. This means that most of the local policy \( G_i \), including the domain role mapping \( M_i \) and forbidden role mapping \( F_i \), in a domain need not to be disclosed. Moreover, the authorization policies for domain services are still associated with original domain roles.

3.2. Virtual organization collaboration policy

Figure 3. Example of a virtual organization

Subsequently, we give an example to illustrate how the virtual organization collaboration policy is created. As shown in Figure 3, two domains \( A \) and \( B \) form a virtual organization \( VO \). Domain \( B \) wants to share its service \( s_{B1} \) with some users from domain \( A \); the related policies involved in the virtual organization are as follows:

1. In domain \( A \), a user \( u_{A1} \) is a member of role \( r_{A1} \);
2. In \( VO \), role mapping policy set \( M_{VO} \) contains a policy \( m_1: (r_{A1}, r_{VO}) \) which represents users belonging to role \( r_{A1} \) also acquire the permissions associated with role \( r_{VO} \), and there is also another role hierarchy \( r_{VO2} \leq r_{A1} \);
3. In domain \( B \), role mapping policy set \( M_{gb} \) contains a policy \( m_2: (r_{VO2}, r_{B1}) \) which represents users belonging to role \( r_{VO2} \) also acquire the permissions associated with role \( r_{B1} \) in domain \( B \), says that role \( r_{B1} \) has access permission to service \( s_{B1} \).

As a result, based on these policies in the virtual organization, the user \( u_{A1} \) from domain \( A \) can access service \( s_{B1} \) provided by domain \( B \).

From the above definitions and example, we draw Property 2 and Property 3 that PEACE-VO holds:
that the user privacy of a domain security policy, the virtual organization should be open. Compared with the other domains may not disclose enough policies for the domain roles is only valid for service authorization within the domain. This means that role mapping policy can be mapped to role rVO in domain B. Following the relation rB2 ≤ rB1 and the two mapping policies, m1 : (rB2, rVO) and m2 : (rB3, rC1), the role rB1 from domain B can be mapped to role rC1 in domain C. In PEACE-VO, however, the user uA cannot be mapped to role rC1 according to the Property 3. Otherwise, this role mapping chain will involve policies from the third domain. Moreover, Property 3 requires that trust relationships between two domains must involve the task roles in the virtual organization as a bridge. There are three main aspects to be considered. Firstly, it provides a method to avoid a role mapping loop, which a single domain may not be aware of because the other domains may not disclose enough policies for the purpose of privacy preservation. If Property 3 does not hold, role rA1 can be mapped to rA2, i.e., (rA1, rA2), which violates the original role hierarchy rA1 ≤ rA2. Secondly, the role mapping between domains is simplified, which will benefit the algorithm design for detecting policy conflicts. Finally, the mutual collaboration relationships are defined through the task roles in the virtual organization, which is additionally an advantage to centralized security audit.

The three properties of PEACE-VO are not only requirements for the security management of virtual organizations but also guidelines for evaluating the security of virtual organization collaboration policy. Based on Property 3, we give the definition of a valid role mapping chain.

Definition 4 (Valid Role Mapping Chain): In PEACE-VO, let L = (r0, r1, ..., rk) be a role mapping chain from role r0 in domain G0 to role ri in domain Gi. L is a valid role mapping chain if it satisfies the following conditions:

(C.1) For each q ∈ {0, ..., k} , s.t. rqi ∈ Rj or rqi ∈ RVO or rqi ∈ GVO.

(C.2) For every p, q ∈ {1, ..., k − 1} and p ≤ q, if rpi ∈ RVO or rpi ∈ RVO or rpi ∈ GVO, then each s where p ≤ s ≤ q s.t. rsi ∈ RVO.

This definition indicates that no additional roles in other domains can be involved, i.e., (r0, r1) ∈ H+ ∩ MVO ∩ HVO ∩ Mj ∩ HVO (H+ is a transitive closure set of H).

To ensure that a user accesses a service through a valid role mapping chain, the original domain from which a user originated should be tracked in the authorization protocol. With the support of Property 3, if each ri ∈ R, r ∈ R, r ∈ RVO such that (ri, ri) ∈ F and there is no explicit policy conflict in GVO, and if each (ri, ri) ∈ H+, then ri ∈ R such that (ri, ri) ∈ Hj, there is no implicit policy conflict in GVO. Therefore, if there is neither explicit policy conflict nor implicit policy conflict, the virtual organization collaboration policy is secure.

Definition 5 (Security of Virtual Organization Collaboration Policy): Let (ri, ri) be a role mapping policy through a valid role mapping chain in GVO. The GVO is secure if it satisfies the following conditions:

(C.1) For all ri ∈ R, r ∈ R, there is (ri, ri) ∈ F.

(C.2) For every ri, rj ∈ R, there is (ri, rj) ∈ H+ if and only if (ri, rj) ∈ H+.

Now, the problem we encounter is how to decide whether a given virtual organization policy is secure. According to Definition 4, we can infer (∪n∈i H+) = ∪n∈i H+ since there is no direct role mapping between any two domains. Each role mapping policy (ri, ri) where ri ∈ R, ri ∈ R in GVO satisfies (ri, ri) ∈ (∪n∈i H+) ∩ MVO ∩ HVO ∩ Mj ∩ H+ ∩ Mj ∩ (∪n∈i H+).
Therefore, if \((\bigcup_{i=1}^{n} H_i^* \circ M_{i \rightarrow 0} \circ H_{i \rightarrow 0}^* \bigcup_{n+1}^{n+o} M_i \circ H_i^*) \cap \bigcup_{i=1}^{n} F_i) = \emptyset\), there is no explicit policy conflict in \(G_{VO}\).

Based on this definition and let each role mapping chain \(L\) in \(G_{VO}\) be a valid chain, we can conclude the virtual organization collaboration policy is secure if and only if the evaluation result of each domain security policy together with task policy is secure. This conclusion plays a key role in secure collaboration because the security of virtual organization collaboration policy is guaranteed while preserving the privacy of domain policies. Most importantly, this conclusion enables the policy evaluation algorithm to be implemented in a completely parallel fashion to reduce the execution time. The detailed algorithm is shown in Figure 5.

**Algorithm: Policy_Evaluation** \((G_i, R_{VO}, H_{VO}, M_{VO})\)

**Input:** A domain security policy \(G_i\), and task policy including \(R_{VO}\), \(H_{VO}\) and \(M_{VO}\) of a VO

**Output:** The policy evaluation result got by the \(i^{th}\) domain (boolean type)

1. \(H_i^* = \text{Warshall}(H_{vo})\); //the transitive closure of set \(H_{vo}\)
2. \(H_i^* = \text{Warshall}(H_i)\);
3. for (int \(k=1; k<n; k++)\) {
4.     if (\(k!=i\)) {
5.         \(H_i^* = \text{Warshall}(H_i)\);  
6.     }
7.     \(S = (\bigcup_{k=1}^{n} H_k^* \circ M_{i \rightarrow 0} \circ H_{i \rightarrow 0}^* \bigcup_{n+1}^{n+o} M_i \circ H_i^*)\);
8.     if (\(S \cap F_i \neq \emptyset\)) {
9.         return false;  
10.     }
11. }
12. return true;

Figure 5. Distributed evaluation algorithm for virtual organization collaboration policy

**Theorem 1:** Let each role mapping chain \(L\) in \(G_{VO}\) be a valid chain. The time-complexity of the distributed evaluation algorithm for virtual organization collaboration policy is \(O(\max(|R_i|, |R_{VO}|))\)

**Proof:** The distributed evaluation algorithm for virtual organization collaboration policy can effectively reduce the computing time. As shown in Figure 5, the time-complexity of this algorithm is mainly affected by the computation of transitive closure of a role set, where a Warshall algorithm is used to calculate \(H_i^*\) and \(H_{i \rightarrow 0}^*\), and its complexity is \(O(|R_i|)\). Generally, the number of open roles in every domain is few, so we omit their computation costs here. Hence the maximum time-complexity of this phase is \(O(\max(|R_i|, |R_{VO}|))\)

In addition, due to the size of the set \(S\) is \(|R_i|^2 \times |R_{VO}|\), the time-complexity of the phase comparing with all elements in \(S\) is \(O(|R_i|^2 \times |R_{VO}|)\). Taking both together, the time-complexity remains \(O(\max(|R_i|, |R_{VO}|))\).

Gong, Bertino et al. [12, 15] have proved some valuable results for time-complexity on security interoperation. The mediator-based algorithm needs to evaluate the security of collaboration policies. Gong has proved the time-complexity of this centralized algorithm is \(O(|\bigcup_{i=1}^{n} R_i|^3)\). This is because the transitive closure of all role sets need to be computed.

4. PEACE-VO management and authorization protocol

PEACE-VO consists of two protocols: a management and authorization protocol and an authorization protocol for a VO. The management protocol guarantees the security of collaboration policy when a domain joins or leaves. The authorization protocol makes authorization decisions for service requests.

In the two protocols, a VO structure example is depicted in Figure 6, where we use symbol \(VOS\) for VO Server, and symbol DS for the Domain Policy Server. Unless stated elsewhere, all communications between servers are secured with the security handlers based on standards such as WS-Security, WS-SecureConversation, etc.

![Figure 6. An example of the VO structure](image)

4.1. Management protocol

Throughout the lifetime of a grid-based virtual organization, the collaboration policy often changes dynamically due to the fact that both business mode and participants keep changing.

This paper mainly focuses on how to determine whether a collaboration policy is secure or not. The policy to decide whether a domain is allowed to join the virtual
organization is beyond the scope of this paper, which actually can rely on existing mechanisms such as a pre-assigned policy, a voting mechanism, or manually approved by an administrator. Besides, how to resolve policy conflicts is also a hot topic. Currently, PEACE-VO employs two simple conflict resolution strategies. One is “domain priority”, i.e., the domain security policy will not be changed. The other is “collaboration priority”, i.e., the collaboration policy will not be changed.

Table 1. The basic messages in the VO management protocol

<table>
<thead>
<tr>
<th>Message</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>JoinReq</td>
<td>a domain wants to join the virtual organization</td>
</tr>
<tr>
<td>LeaveReq</td>
<td>a domain wants to leave the virtual organization</td>
</tr>
<tr>
<td>VOServerUpdate</td>
<td>the policy in VO Server changes</td>
</tr>
<tr>
<td>DomainServerUpdate</td>
<td>a domain security policy Gi changes</td>
</tr>
<tr>
<td>VOEvaluation</td>
<td>notification to domains to evaluate the collaboration policy</td>
</tr>
<tr>
<td>ResponseMsg</td>
<td>message and message identify code</td>
</tr>
</tbody>
</table>

In this paper, we are just concerned with the policy security as a result of the changes of collaboration relationships. Table 1 lists the basic messages within the management protocol. We illustrate its procedure with an example of a new domain requesting to join a VO.

Step 1: The server DS_A on behalf of domain A sends the message JoinReq to VOS:

\[ DS_A \rightarrow VOS : \{ \text{JoinReq}, G'_A \} \]

Step 2: VOS authenticates the requested domain. If the request is permitted, then VOS broadcasts the policy evaluation notification message together with updated \( M_{VO} \) and \( G_{VO} \) to all domains DS except DS_A.

\[ VOS \rightarrow DS_i : \{ \text{VOEvaluation}, M_{VO}, G_{VO} \}, i \in \{1, \ldots, n\} \]

Step 3: Each domain returns the policy evaluation result, which is true if there is no policy conflict, or else false otherwise. If the conflict resolution strategy is “collaboration priority”, the domain should revise its local policy until the result is true. If the strategy is “domain priority”, the domain just needs to report such issues to VOS.

\[ DS_i \rightarrow VOS : \{ \text{ResponseCode} \} \]

Step 4: If an evaluation result is false, and the resolution strategy is “domain priority”, VOS will revise the collaboration policy according to the pre-configuration policy, then repeats Step 2. Once all the results are true, VOS will inform the requester of the result.

4.2. Authorization protocol

During the process of the service authorization, as depicted in Figure 7, there are three key sub-processes, “domain roles assignment”, “virtual organization roles assignment” and “target domain roles assignment”. The complete authorization protocol is as follows:

Step 1: After a user \( u \) sends requests to its local domain DS_A to which open roles he belongs, DS_A then returns a signed credential containing the assigned open roles to \( u \):

\[ DS_A \rightarrow u : \{ R_A, PK_u, DS_A, Z \} \]

where \( R_A = (\text{Hash})^o_o, DS_A \), and DS_A is used to identify to which domain this user originally belongs.

Step 2: After user \( u \) sends requests to VOS to which task roles he belongs, VOS returns a signed credential containing the assigned roles to \( u \):

\[ VOS \rightarrow u : \{ R_{VO}, PK_u, DS_A \} \]

where \( R_{VO} = (\text{Hash})^o_o, DS_A \),

\[ Z = \text{SIGNATURE}_{\text{PSK}, \text{VO}}(\text{Hash}(R_{VO}, PK_u, DS_A)) \]

Step 3: After user \( u \) sends service access requests to the target service in another domain, the service provider will transfer the requests message to its DS_B, DS_B then returns a signed credential containing the roles which \( u \) can be mapped to, so as to service provider makes authorization decision according to its original domain security mechanisms.

Generally, the lifetime of roles assignment to a user is limited, so issuing time and validity time periods are also included in the credentials.

5. Experiment and analysis
To effectively evaluate the performance of the policy evaluation algorithm and services in the PEACE-VO system, we conduct comprehensive experiments, and the experimental results show that the PEACE-VO system is scalable and efficient.

5.1. Metrics and environment setup

We design the following metrics to evaluate the performance of our proposed approach.

- **Policy Evaluation Time (PET)** measures the time (excluding phases of policy parsing and evaluation) that the policy evaluator used to decide whether the collaboration policy is secure. In studying the performance of our algorithm, we compare it with the centralized-like algorithm as the approach of mediator-based secure interoperation.

- **Evaluation Optimization Ratio** shows the benefit of the distributed evaluation algorithm with comparison to the centralized-like algorithm. The optimization ratio of average policy evaluation time is defined as follows:
  \[ \delta = \frac{PET_{Centralized} - PET_{Distributed}}{PET_{Centralized}} \]

- **Service Response Time** is the time period from when the domain sends joining requests to VO Server, until when the requesting domain gets the response from VO Server.

In order to evaluate the efficiency of the policy evaluation algorithm more accurately, we list the main parameters, shown in Table 2, that influence the performance results. We set some default values for similar parameters, and vary the values of the three selected parameters to generate test cases.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>(</td>
</tr>
<tr>
<td>( \eta )</td>
<td>(</td>
</tr>
<tr>
<td>( \xi )</td>
<td>(</td>
</tr>
<tr>
<td>( \xi_1 )</td>
<td>(</td>
</tr>
<tr>
<td>( \theta )</td>
<td>(</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>(</td>
</tr>
<tr>
<td>( \theta_1 )</td>
<td>(</td>
</tr>
</tbody>
</table>

Our system is implemented and deployed in the CROWN Grid. The services are deployed on a cluster node with Intel Xeon 2.8GHz CPU, 2G RAM, Linux operating systems and 100Mbps Internet connection. We use a notebook with 1.6GHz CPU, 512M RAM, Windows XP operating system and 100Mbps Internet connection as the client. To make sure that the measurements are accurate, no other tasks are running on the cluster node and notebook, except the necessary CROWN middleware. If not explicitly specified otherwise, all the experiments are executed five times to get the average result.

5.2. Experimental results

**Experiment Group 1**: These experiments study the performance of the distributed collaboration policy evaluation, and study the impact of the parameters \( n \) and \( \eta \) on the performance of the two algorithms.

In the first experiment, we generate test cases with \( n=5, \xi=20 \), and vary the value of \( \eta \) from 50 to 500 with a step of 50, and compare performance of the two algorithms. The results are presented in Figure 8. Figure 8 shows the policy evaluation time increases roughly linearly with an increasing number of \( \eta \). With two algorithms, the policy evaluation time is 50ms and 9ms respectively when \( \eta=50 \), it is 122ms and 1392ms when \( \eta=500 \).

In the second experiment, we generate test cases with \( \xi=20 \), and vary the value of \( \eta \) from 10 to 150 with a step of 10. The results are presented in Figure 9 and Figure 10. Figure 9 shows that the policy evaluation time, in a centralized manner, increases with the increasing number of both \( n \) and \( \eta \), and becomes faster when the values of \( n \) and \( \eta \) are higher. For example, when \( n=10, \eta=100 \), the time is 512ms. Figure 10 shows that the policy evaluation time, in a distributed manner, only increases with an increasing number of \( \eta \).
Experiment Group 2: These experiments study the performance of virtual organization collaboration policy evaluation, and study the impact of the parameters $n$ and $\xi$ on the performance of the two algorithms.

In the first experiment, we generate test cases with $n=5$, $\eta=5$, and vary $n$ from 2 to 46 with the step of 4. We then compare the performance of the two algorithms. The results are presented in Figure 11. Figure 11 shows the policy evaluation time has no relation with an increasing number of $\xi$. With two algorithms, the policy evaluation time is 37ms and 3ms respectively when $\xi=10$, and it is 34ms and 3ms when $\xi=30$.

In the second experiment, we generate test cases with $\eta=50$, and vary $n$ from 2 to 15, $\xi$ from 2 to 48 with a step of 2. The results are presented in Figure 12 and Figure 13. Figure 12 shows the policy evaluation time, in a centralized manner, only increases with an increasing number of $n$. Figure 13 shows the policy evaluation time, in a distributed manner, is between 3ms to 10ms, which almost has not be affected by the values of $n$ and $\eta$, only increase with an increasing number of $\eta$.

6. Conclusion and future work
In a grid computing environment, building virtual organizations is an effective way to promote resource sharing and collaboration. However, most existing systems for security management of virtual organizations rely on completely new policies, which is not feasible for dynamic and autonomous grid environments. In this paper we have proposed a novel secure policy-enabled collaboration framework, PEACE-VO, in which a fully distributed policy evaluation algorithm is devised to improve evaluation efficiency without disclosing the full domain security policy. In PEACE-VO, we have adopted a centralized server, VO Server, for service authorization in a VO with the considerations of performance benefit. It may suffer from the single point of failure problem, so we will propose effective mechanism to enhance its reliability. Moreover, it is very important to resolve possible complex policy conflicts after identifying them. There are many existing studies[15, 18] and we will adopt these ideas in our systems.
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